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ABSTRACT
The analysis of source code produced by novice programmers could provide interesting insights into their learning progress, particularly in introductory programming courses. Yet, as the programming ability of a person is assumed to be quite complex, it is not likely that it would be observable directly in its total. Instead, we regard those abilities as latent psychometric constructs and apply the methodology of item response theory (IRT) to assess their manifestations. In preparatory work, we had identified a list of items that represent the central concepts of object-oriented programming. In this paper we propose a methodology that allows the evaluation of coding abilities by analyzing the application of those concepts. We demonstrate this methodology by exemplarily analyzing source code that was produced during programming projects. The results provide interesting information about the difficulty of the concepts’ application and the distribution of the respective coding abilities among the students.
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1. INTRODUCTION
A few years ago, we have introduced a preliminary programming course for the freshmen of computer science at our university [9]. These courses offered a broad research field for the investigation of source code that was written by students with well-known levels of programming experience in a closely controlled setting.

Although the direct evaluation of source code is difficult, several methodologies for assessing programming abilities from code have been presented, e.g. qualitative analysis of students’ solutions [13], measures of code quality [8] or investigations about misconceptions [16].

Yet, due to its complexity, we do not assume that any programming ability could be measured in a direct way. Nevertheless, we could regard certain attributes of the source code as manifestations of latent psychometric constructs according to the principles of item response theory. More detailed, we could treat the application of certain structural elements like loops, conditional statements or inheritance operators as positive responses on certain items (e.g. “existence of loops”). In consequence, the probability of such positive responses in dependence on the item difficulty and the estimated person abilities could be described by certain psychometric models, e.g. the Rasch Model.

In the research project of this paper, we have applied the item response theory to evaluate coding abilities of freshmen on the basis of items gathered from their source code.

2. RELATED WORK
The analyzing and scoring of object-oriented code is a central topic in educational research ever since object-oriented programming has been taught in introductory courses in computer science.

For example, Börstler et al. proposed in [5] three categories for the evaluation of object-oriented example programs according to certain criteria like content, style or modeling. Sanders and Thomas introduced in [16] a check-list for scoring object-oriented programs by investigating concepts and misconceptions in object-oriented programming. In contrast, an automatic approach is conducted in [17], based on a framework for static code analysis of students’ programs. For this, Truong et al. summarized common poor programming practices and common logical errors from literature. Additionally, they conducted a survey among teaching staff and students. The framework is working on a XML basis and enables the students to get feedback on their programs and rate them automatically.

Currently, there are several tools for educational purposes that assess code in an automatic way. Many work online like the one introduced in [18]. In [19] the scoring of the International Olympiad in Informatics is investigated. Kemkes et al. score the code with 1 if it runs successfully on a given set of input data. Otherwise it is scored with 0. In addition, they compared this methodology to other scoring schemes with the help of item response theory. Finally, they state that the simple scoring is the most applicable if an automatic scoring is needed.
One solution for the problem of a simple assessment system could be to investigate the syntax elements of a programming task with an open solution. A recent example is the research presented in [12]. The authors investigated differences in the correct solutions of students. For this purpose, they define a taxonomy that distinguishes the code according to structure, syntax and presentation. Structure means different control flow in the code, syntax means differences in the code with the same control flow structure. Finally, presentation means variation in the identifier names or number of white-spaces for example.

Some additional tools and algorithms for student assessment in computer science courses are presented in [19]. Winters and Payne conducted an item-response analysis on students’ score data that was gathered during the semester. Additionally, existing tools were evaluated and the advantages of such a methodology for the process of identifying suitable items were pointed out.

3. BACKGROUND

In classical test theory (CTT), the construct of interest (e.g. student abilities) is considered to be measured directly by item scores, yet this might be error-prone. This straightforward approach is not suitable for measuring such complex constructs as programming abilities. In contrast, the item response theory (IRT) regards the constructs of interest as latent psychometric constructs that cannot be measured directly. Nevertheless, the probability of correct answers depends from those constructs in a certain way:

\[ P(X_{ik} = 1|\theta_i, \beta_k) = f(\theta_i, \beta_k), \]

where \( \theta_i \) is the parameter of person \( i \), representing the manifestation of the psychometric construct, \( \beta_k \) the parameter of item \( k \), representing its difficulty, and \( f(\theta_i, \beta_k) \) a function that is determined by the psychometric model (e.g. the Rasch Model (RM), see below).

The latent construct might be uni- or multi-dimensional. Depending on the theoretically based assumptions of the structure of the psychometric construct, different mathematical models can be applied according to IRT.

A logistic model with one parameter \( 1pl \) was introduced by Rasch [15]. The basic idea of the Rasch model is that the probability of solving an item is determined by the difference of a person’s ability in the latent dimension \( \theta \) and the difficulty of the item itself \( \beta \).

There are three model restrictions related to the Rasch model: the items have to be locally stochastically independent, fulfill specific objectivity, and measure one latent construct [1, pp. 20].

Basically, there are two approaches in the item analysis. First, a set of homogeneous items has to be found that is conducted to one latent psychometric construct. Second, the items have to be fit to a proper item response test or model, respectively. For these purposes, there are several tests.

The nonparametric tests for the Rasch model that are based on a Markov Chain Monte-Carlo algorithm are a suitable test framework for small sample sizes. Basically, the lack of data is reduced by simulating data matrices that have equal row and column sums than the estimated dataset. For that purpose two columns of the original matrix are randomly chosen. Afterwards, the rows with different values are randomly changed. This procedure leads to a new matrix with equal margins. As the algorithm needs the matrices to be independent of the initial matrix and to occur with the same probability, not all simulated matrices can be used for the calculation [11, pp. 4]. For the nonparametric tests a valid Rasch model is assumed. In a valid Rasch model the row and column sums are a sufficient statistic and because of that matrices with different values but equal row and column sums can be compared.

The general idea behind the nonparametric tests is the comparison of all item pairs [14]. A violation in homogeneity can be assumed if there are more unequal item pairs in the observed matrix than in the simulated ones. So, the test compares the observed test statistic with simulated test statistics [11]. For the characterization of a latent construct, a set of homogeneous items is necessary.

The local stochastic independence has to be proven for validating the Rasch model. On the one hand, the items are not allowed to be too similar. With regard to two items, this can be expressed by the number of equal response patterns. In contrast to the assumption of homogeneity, violation of the local stochastic independence is expressed by too many equal response patterns.

On the other hand, violation of the local stochastic independence can be a result of a learning effect within the items; participants answer on one item is dependent of the solution of another one. For this reason, only those patterns that are both answered correctly are summed. The local stochastic independence is important to find items for a proper test framework. For the definition of the latent dimension, dependent items can be useful as well.

If the ratio of the items’ number and the number of participants is suitable, parametric tests can be applied. Generally, all these tests are based on the assumption that the model is valid in every sub population that is grouped by chance. So, if there is no significant difference in the parameters if the investigated population is separated into two groups the model is assumed to be valid. Especially, if there are other measures like previous knowledge or gender aspects, these criteria should be used for finding different groups [1, p. 63].

The first test is the Likelihood Ratio Test (LRT). For the test, the likelihood is calculated for the estimated parameters of each group and for the complete population as well. Afterwards, the likelihoods are compared. If the estimated parameters fit the model in the subgroups as well as in the complete population, the model is assumed to be valid. Otherwise it would be better to estimate the parameters for each single group and calculate separate models [11, pp. 86].

Another test for the model fitting that is based on the idea of separating the population into two groups is the Wald-test. In contrast to the LRT, the standard Wald-test is comparing the items directly. So, the standard Wald-test can identify items that violate the model assumptions [7, pp. 89].

4. COURSE DESIGN

In autumn 2008 we developed a course at our university for the freshmen studying Computer Science (CS) [9]. It takes place just before the first semester. All the students starting their studies are invited during their enrollment process. The participation is voluntary. The necessity of the course results from the German lecture system at universities. During the semester there are mainly lectures with only very little time for practical experiences. Nevertheless, it is officially communicated that it would be possible to study CS without any prior programming knowledge, which im-
plies that students without such prior knowledge should be accommodated somehow, too. Therefore we have developed and installed specific programming courses for this purpose that take place before the first semester.

All students were asked at the registration to self-assess their prior programming experience in one of three levels: (1) “I have no experience at all”, (2) “I have already written programs”, (3) “I have already written object-oriented programs”.

Based on this information we tried to compose the groups – 6 to 15 participants each – as homogeneously as possible. The demands of the programs the students should realize differed according to their respective level of programming experience. The students of the first level were asked to program a “Mastermind” game. The groups of level 2 should realize a tool for managing results from a sports tournament (e.g. a football league). The groups of the 3rd level should program a version of the dice game “Yahzee”.

The course took two and a half days. All participants worked on their own (instead of in teams), because we wanted to investigate the individual learning outcome. However, the students were actively encouraged to talk to each other. The material was presented in the form of worksheets that contained all the required information. Additionally, each group was coached by an experienced student as a peer tutor. The students were encouraged to approach the tasks in a self-directed learning process. So, the tutors were responsible for helping the students to understand the worksheets and tools, but they were advised not to give any assistance (or instruction) on programming itself. We suggested that the students use BlueJ due to the reasons mentioned by Bergin [4] for their first steps in programming. Towards the end of the course, they had the choice to switch over to Eclipse.

5. DATA COLLECTION

Based on a concept extraction from the materials of the underlying course, a list of 21 concepts was formed according to the method described in [3]: access modifier (AM), array (AR), assignment (AG), association (AC), attribute (AT), class (CL), conditional statement (CS), constructor (CO), data encapsulation (DE), datatype (DT), inheritance (IN), initialization (IS), instance (IT), loop statement (LO), method (ME), object (OB), object orientation (OO), operator (OP), overloading (OV), parameter (PA), and state (ST). For the final concept list, four of them are eliminated because of different reasons. OO is eliminated because it is provided by design of Java. CL and DT are excluded because it cannot be distinguished between “implementation by the students” and “implementation forced by the IDE”. Finally, IT is the same as OB and because of that only OB is included into the list.

For the calculation of a model in the item-response theory, a set of items is needed. In [3] the concepts mentioned above, were split up into observable items in the code. These items cover all observable aspects that are related to a specific concept. The list below presents these items, formulated as questions which can be 1-rated if the code answers the item with “yes”, or 0-rated otherwise. The abbreviations in front of each item points to the underlying concept. The items included in the final model are underlined.

- IN1 Is there inheritance from existing classes?
- IN2 Is the code using a manually created inheritance hierarchy?
- ME1 Is there a method call in the code?
- ME2 Is there a method declaration?
- ME3 Is there a return value in a method?
- AG1 Is an assignment used in the code?
- CO1 Is there a declaration of a new constructor?
- CO2 Is there a call of a constructor?
- ST1 Is it possible to save the state of an object?
- ST2 Is it possible to change the state of an object?
- ST3 Is it possible to use the state of an object?
- AC1 Is there an association between classes in the code?
- AC2 Is there any use of associations between classes?
- DE1 Is the visibility of the attributes other than public or default?
- OP1 Is the assignment operator used?
- OP2 Are there any logical operators used in the code?
- OP3 Are there any other operators used, apart from the assignment or logical operators?
- AR1 Are there arrays with pre-initialization declared in the code?
- AR2 Are there arrays without pre-initialization declared in the code?
- AR3 Is there any access of the elements of an array in the code?
- AR4 Is there an initialization with new?
- AR5 Are methods of the class Arrays used in the code?
- IS1 Is there an explicit initialization of the attributes?
- PA1 Is there a method call with parameters in the code?
- PA2 Are there any method declarations with parameters used?
- PA3 Are the parameters of a method declarations used in the method body?
- AT1 Are there attributes declared in the code?
- AT2 Are attributes of other classes accessed?
- AT3 Are attributes of class accessed within this class?
- CS1 Is there an IF-statement without ELSE?
- CS2 Is there an IF-statement with ELSE?
- CS3 Is there a SWITCH-statement?
- OB1 Is there a declaration of any object?
- OB2 Is a declared object used in the code?
- OB3 Is there a reference to its own object using this?
- OV1 Is there a declaration of an overloaded method?
- OV2 Is there an overloaded method used in the code?
- LO1 Is there a use of loops?
- AM1 Are the access modifiers public, private or protected used with attributes or methods?

During the investigation, the students were asked to implement a small project on the basis of an assignment that did not include explicit questions on programming. Nevertheless, the resulting programming code contains the responses on these questions. This is why we can assume the code-items to be assignments posed to the participants.

In total 321 datasets, gathered from 2008 to 2011, are included in this research project. Each dataset consists of the personal data and a vector with the responses on all code items.

6. RESULTS

The main goal of this research project was to develop and evaluate a methodology for assessing personal coding abilities from source code. For this purpose, we had to find a model that would describe the measured outcomes in a suitable way. Additionally, we had to validate the model by evaluating its outcomes.
6.1 Model Validation

The first step towards a valid item set for a Rasch model is to identify items that violate the preconditions of the Rasch model. First, all items that are related to the same structural element as others are eliminated. For example, both items ST1 and AT1 need a variable declaration in the code to be 1-rated. More precisely, this affects the items AG1, ST1, ST2, ST3, and OB1.

As all the tests that rely on dividing the population or item set into two parts need differing items in both parts of the population, the trivial items are removed in advance. An item is said to be trivial if it is either 1-rated for almost all or almost none of the participants. For that reason a limitation level of 0.01 is defined for this study. In particular, this affects only the item OP1, which deals with the use of an assignment operator.

Due to the large number of items in comparison to the number of participants at the beginning, the calculation of an exact test on local stochastic independence and homogeneity is not possible. Because of that, the non-parametric tests are applied. First, the item set is reduced to those items that are homogeneous.

Starting with the 33 items after the exclusion process, all items that violate the homogeneity criterion are eliminated. In the first run the items DE1, OP2, IS1, AR5, CS2, CO1, AR4, CS3, OV1, AR1, PA2, PA3, ME2, and IN1 violate the homogeneity criterion. The selection criteria for which items are eliminated is the frequency of the dependent items. Thus, DE1 has the most dependencies, while IN1 has the least. In general, all pairs of dependent items are listed and the items are removed from that list one by one until the list is empty; then, no dependencies are left. Afterwards, a new set of simulated matrices is calculated based on the new item set. The second run results in elimination of AR3, AR2, LO1, OB3, ME1, AC2, AT1, AT3, ME3, PA1, and AC1. Once again, the items are ordered by their number of dependencies. After a third and fourth elimination run, the items AM1 and CS1 are removed from the item set. In the end the remaining items are homogeneous. Now, as the item set has been reduced to six items, the exact tests can be applied for justifying the nonparametric tests. The Martin-Löf test is conducted on the resulting item set. Here, the p-value is 0.66. Thus, the items are assumed to be homogeneous and locally stochastically independent. After that, the two test statistics presented in [11] are calculated. For the general goodness-of-fit test statistic $G^2$, a value of 62.1 is the result. Additionally, the $\chi^2$ test statistic $X^2$ results in a value of 139.4. Both are not significant for 13 degrees of freedom to a level of 0.05 in the $\chi^2$-distribution. Again, the $H_0$-hypothesis is rejected and the items are assumed to be homogeneous.

Following the test on homogeneity, the items that violate local stochastic independence in the way of being too similar in their results have to be found. Actually, only the item OB2 is dependent on another item and is, therefore, eliminated from the result set. Last, the learning aspect of the local stochastic independence is tested. Here, no item violates the presumption.

The resulting item set with the items IN2, CO2, OP3, AT2, and OV2 is valid with regard to the presumption of the Rasch model.

After validating the presumptions of the Rasch model, fitting of the data and a valid model are calculated for the given data. The likelihood-ratio test has a p-value of 0.5 for the first pre-knowledge splitting criterion (pre-knowledge level 1 vs. pre-knowledge levels 2&3). The test is not significant and, because of that, the model is assumed to be valid. A look at the Wald test for the items also shows no significant model violations ($p<0.05$). For both tests we have to assume a vector that splits the population into two parts. For this reason students’ self-assessments of the previous knowledge (pk) concerning programming is chosen as a separator and, additionally, gender is chosen to find differences. Concerning the students’ previous knowledge, two levels are put together and compared with a third level to get two groups. No model violations can be found for all three combinations. Gender as a separation criterion is not applicable as only 19% of the participants were female. As mentioned in [11] p. 99, the two groups should be almost of equal size.

Concerning the gender aspect, a closer look at the different items with separated participant groups show the violations in the model fit. For that reason, all items are split by gender. Afterwards for each group the items are tested if they are trivial. Due to the small group size of the female participants, a ratio of 0.01 is too small as it is less than one person. Because of that, the limit is set to 0.02, which means that at least one person has to have a different answer than the others. The problem occurs with the item OP3, where there is less than 0.02 different answers for the female group. Additionally, the item IN2 has a value of only 0.03 for the female participants. Nevertheless, this is not critical for the test. All other items have a distribution between the answers of 0.3 and 0.7 (CO2 and DV2) and 0.5 for both groups (AT2).

As described above, the Rasch model is a one-parametric test model where the items only differ in their level of difficulty. To show that another model with more estimated parameters does not fit better, a two-parametric test model is calculated and both models are compared. The comparison coefficients AIC and BIC [6] to get two groups have almost the same values. The two-parametric model provides no advantage by introducing an additional parameter.

6.2 Model Interpretation

After fitting the dataset to a valid Rasch model, the next paragraphs present the results of the model. In Figure 4 the item characteristic curves for all items that are included in the model are shown. According to the definition of the Rasch model, they only differ in their level of difficulty. This is expressed in the figure by a shift on the x-axis, which shows the latent parameter on a scale of -10 to 10. All curves are parallel and only differ in the value of the latent parameter at the probability of 50% for rating a code item with “yes” (1). The probability that an individual with a specific value of the latent parameter has solved a specific item is drawn on the y-axis.

By definition, the item parameters sum up to 0. The items OP3 and IN2 have values of -5.0 and 5.0, respectively. The item that is closest to the average of 0 for the investigated population is AT2 (0.84). The use of attributes of other classes, either direct or by using a method, indicate participants with an average ability in coding, concerning the investigated items. Interestingly, all items except AT2 and OV2 have the same distance between each other. In general, Figure 4 presents a ranking of the items. The simplest item is OP3, which represents the use of arithmetic operators. The underlying concept is simple to code and all projects
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Next, the items of the basic object-oriented notions have to be implemented as part of an object. Again, the underlying concept is easy, but need calculations. As a result, the position within the items indicates the use of overloaded methods, as well as a constructor or an initialization of an object. Again, the underlying concept is easy, but the basic object-oriented notions have to be implemented as well. Next, the items AT2 and OV2 indicate the use of interrelations between classes. As mentioned above, the first one represents the use of overloaded methods and attributes. The second one represents the use of overloaded methods. Regarding the last item IN2 (use of an own class hierarchy), these two items represent more advanced concepts related to object orientation. Thus, the item set contains representatives of simple coding concepts that can be related to the procedural paradigm, as well as representatives of advanced object-oriented notions.

In general, if the Rasch model is valid, the marginals of the underlying dataset are a sufficient statistic. Because of that, each possible person score is related to a person parameter. For mathematical reasons the parameters for the margins 0 and 5 cannot be estimated, but have to be interpolated. The mean value of the person parameters is 0.11; the median is -0.92.

Actually, there is a medium correlation (0.42) between the self-assessment of the students' previous knowledge and their person parameters (p-value ≪ 0.01). Regarding gender of the participants, females (-0.13) have a lower – but not significant – average person parameter than male students (0.26). On the other hand, the self-assessment has a significant difference (p-value ≪ 0.01) in the person parameters. The students with previous knowledge have a mean value of 1.06, while those without any previous knowledge have a mean value of -0.93.

In addition to students' previous knowledge and their gender, lines of code are another measurement that can be conducted on the source code. In particular, the projects differed a lot in their complexity. There were projects with only a few lines of code (min. 6 LOC) and some with more than one thousand lines of code (max. 1330 LOC) containing a GUI and other features. The mean value of project size regarding the lines of code is 212.7 LOC. For all participants, the median is 129 LOC, while the first quartile is 73 LOC and the third is 275 LOC. Furthermore, the projects developed by those with previous knowledge have significantly (p-value ≪ 0.01) more lines of code. The mean value for those with pre-knowledge is 253.2 LOC versus 160.7 LOC for those without pre-knowledge. Regarding the person parameters of the Rasch model, there is no correlation (0.07) to the lines of code.

7. DISCUSSION

The resulting model contains only five items. Except OP3 which deals with arithmetic operators, the items are related to the object-oriented paradigm. As shown in Figure 1, the most simple one is the use of operators (OP3) followed by calling a constructor (CO2) and accessing attributes of other classes. The difficulty of this item is close to the use of overloaded methods (OV2). The most difficult item according to the Rasch model is the use of manually created inheritance hierarchies (IN2).

Generally, there are more homogeneous item sets than the presented one. The order of removing dependent items is important for the resulting item set. Here, the number of dependencies built the criterion. This results in a broad item set. In further research other criteria could be taken into account.

Concerning the evaluation of programmers, the person parameters of the model are of interest. As mentioned above, the participants had to assess their own previous knowledge. This self-assessment correlates with the results of the model. Furthermore, there is a significant difference in the use of the items between those with previous knowledge to those without any previous knowledge.

In addition to the code items we calculated the lines of code (LOC). Again, there is a significant difference between the previous knowledge levels. But, the person parameters of the model have no correlation to the lines of code. Concerning the lines of code, the projects produced by the participants without any previous knowledge are more similar than those produced by the other participants. Nevertheless, even in the group without any previous knowledge, there are projects with more than 500 LOC.

8. FUTURE WORK

Validating whether the items really measure the programming ability as the latent dimension is difficult to prove. In fact, the items only cover a part of programming ability as some concepts that are not mentioned in the material for the preprojects are missing. Additionally, the facet of problem solving that is a large part of the programming ability cannot be assessed by a simple structural analysis.

Although the model is fitting the data, there still remain some problems. Obviously, there are different kinds of difficulty concerning the code items. On the one hand, there are concepts that are difficult in a common understanding and there are concepts that force the programmer to recognize its use for a better programming code. So, this distinction implies two different kind of programming abilities and because of that more than one dimension. The investigation of the relationship of these dimensions is content of future work.
Another problem we figured out, is the dependence of some items on the programming assignments. Especially, some force specific concepts like inheritance while others do not. So, to create a generally valid model for programming assessment the assignments have to be chosen in a proper way so that no concept is privileged.

During the model fit tests we found several items that did not fit the model and because of that were excluded from the model. In a future research it would be important to find a way either to include the concepts by identifying other code items or by extending the investigated population.

9. CONCLUSION

We have shown in this paper that the investigation of source code with the help of item response theory could provide interesting outcomes. Yet, it seems difficult to find appropriate assignments that show the persons’ programming abilities. The most common way is to provide small coding tasks that assess a specific part of that ability. Nevertheless, if the application and especially the combination of different concepts should be assessed this methodology does not work. Although, our method still has to be improved, the a posteriori identification of programming concepts in a bigger assignment might allow figuring out the complete facets of programming. Additionally, small tasks can be assessed as well at the time a general assessment tool based on item-response theory is conducted.
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